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� We mapped the cortical regions contributing to repetition suppression (RS).
� Cingulate, parietal, as well as new frontal lobe regions were shown for the first time to be involved.
� Data highlights the complex system mediating RS in the human brain.

a b s t r a c t

Objective: The cerebral network subserving repetition suppression (RS) of the P50 auditory evoked
response as observed using paired-identical-stimulus (S1–S2) paradigms is not well-described.
Methods: We analyzed S1–S2 data from electrodes placed on the cortices of 64 epilepsy patients. We
identified regions with maximal amplitude responses to S1 (i.e., stimulus registration), regions with max-
imal suppression of responses to S2 relative to S1 (i.e., RS), and regions with no or minimal RS 30–80 ms
post stimulation.
Results: Several temporal, parietal and cingulate area regions were shown to have significant initial reg-
istration activity (i.e., strong P50 response to S1). Moreover, prefrontal, cingulate, and parietal lobe
regions not previously proposed to be part of the P50 habituation neural circuitry were found to exhibit
significant RS.
Conclusions: The data suggest that the neural network underlying the initial phases of the RS process may
include regions not previously thought to be involved like the parietal and cingulate cortexes. In addition,
a significant role for the frontal lobe in mediating this function is supported.
Significance: A number of regions of interest are identified through invasive recording that will allow fur-
ther probing of the RS function using less invasive technology.
� 2012 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights

reserved.
1. Introduction

The ability to suppress responses to incoming redundant sensory
input (i.e., habituation) is a recognized characteristic of the central
nervous system (CNS) (Venables, 1964; Eisenstein and Eisenstein,
2006). Habituation has been postulated as a protective function
for the CNS, failure of which is proposed as a significant contributor
to cognitive dysfunction or psychosis. The cerebral networks and
processes, by which this function is mediated, however, are far from
f Clinical Neurophysiology. Publish

ersity, UPC-Jefferson, 2751 E.
13 577 6687; fax: +1 313 577

outros).
being well-described. Habituation in the CNS has been extensively
studied utilizing Evoked Potential (EP) methodologies (Cromwell
et al., 2008). In particular, the P50 and N100 auditory evoked
responses (AERs) have been used to examine habituation using
repetition suppression (RS) paradigms. A sizeable volume of re-
search documented that EP habituation is not caused by the effector
activity used in most studies to elicit the EP (Roemer et al., 1984).
Therefore, scalp-recorded EPs should reflect intermediate processes
such as sensory encoding and stimulus evaluation (Davis and
Heninger, 1972). Probing P50 RS in a number of neuropsychiatric
conditions has been shown to be a promising tool to help further
our understanding of the neurobiological aberrations (Franks
et al., 1983; Brockhaus-Dumke et al., 2008; Patterson et al., 2008)
and genetic vulnerability (Adler et al., 1982; Siegel et al., 1984;
Anokhin et al., 2007) associated with these conditions.
ed by Elsevier Ireland Ltd. All rights reserved.
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Averaged EPs, recorded at the scalp following auditory stimula-
tion, contain a temporal sequence of three major components sub-
sequent to the brainstem auditory evoked responses: positive
(P50), negative (N100), and positive (P200) deflections (Buchs-
baum, 1977; Boutros and Belger, 1999). In RS experiments using
the paired-stimulus paradigm (PSP), all three AERs are suppressed
by stimulus repetition. The degrees to which the different AER
amplitudes are suppressed with repetition are not correlated (Bou-
tros et al., 2004a), and are therefore likely to be associated with
distinct but possibly overlapping and interacting phases of RS.
The study of RS in the human brain would benefit from the study
of each component eventually leading to the elucidation of the en-
tire system.

The PSP is widely used for examining RS (Smith et al., 1994;
Rentzsch et al., 2008). When two identical stimuli (S1 and S2)
are presented with a short interstimulus interval (ISI), the second
P50 response is suppressed. This ‘‘P50 suppression’’ is thought to
indicate habituation at a pre-attentive phase of information pro-
cessing. Technically, suppression of the second stimulus is usually
expressed as the S2/S1 ratio of the two P50 responses. As evidence
of RS preceding the P50 stage of information processing is almost
non-existent, it is likely that P50 RS represents the first or earliest
stage of habituation of evoked responses in the CNS. Understand-
ing this early phase of RS is essential for the eventual understand-
ing of the entire process.

The most direct way to obtain a functional mapping of P50 RS
would apply a combination of neuroimaging and intracranial P50
recording procedures directly from cortical regions in the same
individuals as occurs in the presurgical evaluation of epilepsy
(Spencer et al., 1997). The current study capitalized on the unique
opportunity provided by treatment-resistant epileptic patients,
who are being worked-up for therapeutic respective surgery, to
map the amplitudes and RS of the P50 AER using data obtained
from grid and strip electrodes placed on various areas of the cortex.

2. Materials and methods

Between 2001 and 2006, a total of 79 patients with drug-resis-
tant focal epilepsies were implanted with cortical electrodes for
invasive seizure recordings as part of their presurgical evaluation
at the University of Bonn Epilepsy Surgery Center. Fifteen subjects
were excluded due to extreme artifacts. Data presented here are
from the remaining 64 subjects. There were 32 men, and ages ran-
ged from 19 to 65 with a mean of 37 ± 12 years.

2.1. Patient characteristics and clinical methods

The standard diagnostic presurgical work-up included interictal
and ictal video-electroencephalogram recordings with surface and
subdural/depth electrodes to determine the exact location of sei-
zure onset, and high-resolution MRI (Kral et al., 2002). Psychiatric
status and history were assessed by an experienced psychiatrist
(Boutros et al., 2006). It should be noted that psychiatric problems
were minimal in this patient sample (Boutros et al., 2005). Of the
64 included subjects only 14 had any psychiatric history. None
were diagnosed with either schizophrenia or bipolar disorders.
The most frequent problems were history of depression or anxiety
and none of the patients were on psychotropic medications at the
time of recording. On the other hand, at the time of recording, all
patients were on standard therapy with anticonvulsant drugs
(AEDs). While in some patients AEDs were lowered to allow
seizures to occur, none of the patients were completely off AEDs.
Given that the number of electrodes exhibiting P50 responses at
any one location varies between 4 and 18 and in view of the differ-
ent AEDs used in different subjects, examination of the effects of
individual AEDs on P50 and its gating was not attempted. Similarly,
the possible effects of seizure variables (i.e., seizure frequency)
were not attempted.

Of the 64 subjects, 30 had evidence of pathology on the right
hemisphere, 25 on the left hemisphere and nine on both sides.
Fourteen subjects had pathology localized to one of the medial
temporal structures without evidence of neocortical lesions. RS
experiments were performed after the individual invasive diagnos-
tic program was finished, while patients were waiting for their
therapeutic surgical procedure and/or electrode extraction. All pa-
tients signed an informed consent approved by both the University
of Bonn and Wayne State University.

2.2. EP recording

All recordings were performed in a sound-shielded room which
utilized a digital EPAS system (Schwarzer, Munich, Germany) and
Harmonie EEG software (Stellate, Quebec, Canada). One hundred
pairs of identical clicks were presented in a single session lasting
about 14 min (S1 and S2; sinusoidal waves, frequency 1500 Hz,
Gaussian envelope, duration 4 ms, onset and decay phase of
1.2 ms each) were presented binaurally via headphones with an
interstimulus interval of 500 ms and an interpair interval of 8 s
(Zouridakis and Boutros, 1992). No formal hearing examinations
were performed. Patients reporting history of hearing difficulty
were not included in the study. Prior to starting the recording pro-
cedure, hearing was tested clinically (equal hearing of a wrist
watch and finger rubbing bilaterally). None of the subjects in-
cluded had difficulties with these tests. Stimuli were presented
binaurally via calibrated headphones with an intensity of 85 dB.
This intensity has been found by this group to reliably generate
P50 responses and not cause a startle reaction. Patients were asked
to listen to the stimuli without additional tasks. Patients were
asked to focus their gaze on a spot on the wall in front of them
to minimize eye movements. They were encouraged to blink after
they hear the second of the pair of stimuli (they had an interval of
8 s). An EEG technologist monitored the ongoing EEG to make sure
subjects did not drift into drowsiness or sleep. Prior studies
showed that only focused attention on the pairs of stimuli (e.g.,
counting odd pairs embedded among standard pairs) can influence
the P50 response or its gating (Guterman et al., 1992; Jerger et al.,
1992; Gjini et al., 2011). AERs were recorded from subdural strip
and grid electrodes (sampling rate 1000 Hz per channel), with ref-
erence to both mastoids (the most common reference used for gat-
ing studies). Raw data were collected utilizing a band pass filter
setting 0.03–85 Hz, 12 dB/octave. Prior to P50 analyses, data were
further digitally filtered with a narrower bandpass filter of 1–
45 Hz, with a notch filter for 50 Hz main line frequency noise (data
collected in Germany). Data were segmented to epoch lengths of
500 ms, prestimulus baseline 100 ms. Details of electrode coverage
were published in prior publications (Boutros et al., 2011). In brief,
subdural electrodes consisted of strips or grids with stainless steel
contacts with an interelectrode spacing of 1 cm (Behrens et al.,
1994). An ECG electrode was glued to the patient shoulder for
grounding purposes. In the extensive experience at the Bonn Epi-
lepsy Center, this is the most convenient location and it had no ef-
fects on EEG recordings or source analysis. A figure showing all
cortical regions where electrodes were placed has been previously
published and is available online (Fig. S1 in the Supplementary
Material of Boutros et al., 2011). Electrode placement was verified
visually using post-implantation MRI with axial and coronal T2-
weighted and FLAIR-sequences (slice thicknesses 2 and 3 mm,
respectively) as well as sagittal T1-weighted sequences.
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2.3. Signal processing

Due to the high signal to noise ratio attendant to direct cortical
recordings and in view of the variability in the amplitudes of the re-
corded responses, no automatic artifact rejection parameters were
employed. Post-hoc examination of the data showed that exclusion
of epochs with the highest 10% amplitudes did not affect the aver-
ages. In fact it took deletion of 25% of the epochs before the averages
began to change their morphologies. All contacts exhibiting P50 re-
sponses to S1 were identified by visual inspection of the resulting
averaged waveform from a particular electrode. Occasional epilep-
tic discharges were noted in the raw data. Overwhelmingly, those
occurred in the 8 s interval between the pairs of stimuli. In the very
rare occasion when an epileptic discharge occurred within the
600 ms interval including S1 and S2, this caused a significant
change in the morphology of the resulting average which was then
excluded due to the lack of the required morphology (an epileptic
discharge being of negative potential and significantly larger than
the relatively small positive potential P50 response). Given the rar-
ity of this occurrence, no monitored brain region was excluded be-
cause of epileptic discharge occurrence. A two-step process was
employed in order to increase the confidence that the identified
components represent P50 responses to S1 stimuli. First we relied
on the well-established scalp morphology of the Vertex Complex
(i.e., P50/N100/P200) (Boutros et al., 2004b). The most prominent
positive peak in the 35–80 ms time window following stimulus on-
set that clearly resembled the P50, as determined by two authors
(KG and NNB) independently were subjected to the second analysis
step. The segmented single-trial S1 responses (�100 to 400 ms)
were baseline corrected by extracting the mean potential of the
prestimulus interval (�100 to 0 ms). The averaged evoked re-
sponses were obtained and subsequently based on the average la-
tency of the P50 peak and the previous trough, single trial peak-
to-peak scores were extracted using these average latency values.
Single trial peak-to-peak scores at baseline were also obtained by
using the maximum positivity and negativity values in the �50 to
0 ms interval. Then t-statistics were obtained per each electrode
by comparing peak-to-peak S1 evoked responses across trials by
means of one-sample t-tests against zero. The same was done for
the baseline peak-to-peak ‘‘noise’’ values. Finally, the t-value during
the P50 peaking interval was compared with the t-value during the
baseline period. The channel was marked as good when the t-value
for P50 was numerically higher than the baseline respective value
and as bad channel when vice versa. We didn’t perform any correc-
tion for multiple comparisons here, because the intention was to
apply some level of statistical thresholding in order to exclude only
responses with low signal-to-noise ratio.

For the S2 response, a similar 2-step process was adopted but in
a reverse order. Where an S1 response was selected (from the aver-
age), the segmented single-trial S2 responses (�100 to 400 ms)
were baseline corrected as for the S1 responses. Then t-statistics
were obtained per each electrode by comparing S2 evoked re-
sponses across trials by means of paired samples t-tests against
zero. Finally, the t-value during the P50 peaking interval was com-
pared with the t-value during the baseline period. For the S2, the
channels were not labeled as good or bad like for the S1 but as re-
sponse present or absent. For all channels with response present,
P50 S2 components were visually identified. For channels with t-
statistic indicating a non-significant difference from baseline, the
averages were inspected visually by two investigators to determine
if an S2 component could confidently be identified based on the
morphology of the waveforms. If a P50 response to S2 could not
be visually identified, the response was considered completely
attenuated or suppressed and recorded as zero with an S2/S1 ratio
of 0%. All visually identified P50 components were measured from
peak to the preceding peak (Boutros et al., 2009). RS was quantified
as the S2/S1 X 100 ratio with higher ratios indicating less effective
RS. In patients exhibiting a P50 at several leads within an area (see
below), the electrode with the largest P50 amplitude was chosen
for the determination of the degree of RS in this region.

A table listing all the anatomical regions where electrodes were
placed and the number of subjects with electrodes in this region
was also previously published (Table S1 in the Supplementary
Material of Boutros et al., 2011). The anatomical regions indicated
were used as a guide to allow averaging of the data from closely re-
lated anatomical areas. Each designated area had a maximum of
three electrodes. From each set of electrodes, the largest value
was chosen to represent this area. A number of regions having
more than three electrodes were arbitrarily divided into areas with
only three electrodes. For example the ventral region of the Supe-
rior Frontal Gyrus (vSFG) was divided into two areas; v1SFG and
v2SFG going from anterior to posterior.

2.4. Source localization

Only data from grids with a sufficient number of electrodes
(minimum 64 electrodes) were used for source localization. As in-
ter-electrode distance in intracranial electrode grids was 1 cm,
the superficial cortical area covered by an 8-by-8 grid (i.e., 64 elec-
trodes) was 64 cm2. It is difficult to tell what would be considered a
‘‘sufficient number’’ of intracranial electrodes for source localiza-
tion purposes; however three of the main factors that determined
our selection were: (1) relatively large coverage of cortical areas;
(2) regular inter-electrode spacing and coverage; and (3) increased
probability for a presence of ‘‘sinks’’ and ‘‘sources’’ especially for
coverages across major sulci. There were 20 subjects with this
arrangement. Curry software (Compumedics Neuroscan Ltd.) was
used for head modeling and source estimation. The sensor 3D
positions were extracted from grids in post-implantation MRIs via
identification of four corner electrodes and subsequent linear inter-
polation of electrode positions for the full array. To allow extended
current patterns to be mapped, a weighted minimum-norm tech-
nique (LORETA: low resolution electromagnetic tomography (Pasc-
ual-Marqui et al., 1994) was used to estimate current density
distributions from S1 signal P50 potentials and the difference
waves (S1–S2). The difference wave is calculated by digitally sub-
tracting the averaged S2 from the averaged S1 responses for each
subject (Korzyukov et al., 2007; Arnfred, 2006). LORETA assumes
that neighbor sources have similar strengths and allows recon-
struction of smooth current distributions. LORETA applies the
smoothness constraint based on the physiological assumption that
neuronal activity in neighboring patches of cortex is correlated.
Although the usefulness of implementation of this physiological
constraint has been criticized based on the limited spatial resolu-
tion of EEG/MEG extracranial recordings, in our study we used
intracranial data where sensors sit on top of major neuronal gener-
ators. As the distance between sensors and neuronal generators is
drastically reduced, the effects of volume conduction are much less
present in comparison with extracranially recorded EEG/MEG data.
It might be also argued that closer distance between sensors and
generators permits a finer resolution of distinct generators, in
which case, volume conduction may be equally important for ‘‘far
field’’ and ‘‘near field’’ recordings. While 1 cm electrode spacing is
considered close for detecting far fields, it may not be so close when
the underlying generators are near. Thus, the inverse problem is
still potentially problematic for intracranial recordings. On the
other hand, the volume conductor model (forward model) is simpli-
fied, and this is another advantage for intracranial versus extracra-
nial recordings.

Individual BEM (boundary element model) head models were
created from the subjects’ MRI data and used to solve the forward
problem. Segmentation of the MRI data was performed in order to



Table 1
Ten cortical regions with largest amplitudes P50 in lV.

Region (number of subjects) Min Amp Max Amp Mean and SD

RtdSTG (9) 3.9 78.3 37.9 ± 20
Rt-mdSTG (8) 7.8 60 24.7 ± 20
Rt-idIPG (4) 11 43 24.7 ± 13.5
Lt-idIPG (5) 5.7 55 24.4 ± 18
Lt-dMTG (18) 6.9 60 23.5 ± 14.7
Lt-pCing (3) 15.4 29.6 22.1 ± 7.1
Lt-vmdCing (5) 9.1 36.8 21.9 ± 9.9
Lt-dSTG (13) 6.9 37.7 19.1 ± 9.6
Rt-dmdCing (5) 4.6 29.4 19.2 ± 10.5
Rt-dMPG (3) 8.1 37.5 19.1 ± 16

Lt, left; Rt, right; Rt-dSTG, dorsal superior temporal gyrus; Rt-mdSTG, mid-dorsal
superior temporal gyrus; Rt-idIPG, inferior dorsal inferior parietal gyrus; Lt-idIPG,
inferior dorsal inferior parietal gyrus; Lt-dMTG, dorsal middle temporal gurus; Lt-
pCing, posterior cingulate gyrus; Lt-vmdCing, ventral middle cingulate gyrus; Lt-
dSTG, dorsal superior temporal gyrus; Rt-dmdCing, dorsal middle cingulate gyrus;
Rt-dMPA, dorsal middle parietal area.
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obtain the boundaries on the surface of the brain and inner skull
that enclose tissue compartments which are assumed to be homo-
geneous and isotropic, with known conductivity values. A realistic
head modeling routine in Curry software generated a high resolu-
tion discretisation of the surfaces with approximately 3500 nodes
(about 2000 nodes representing the innermost brain compartment
and about 1500 nodes for the CSF’s BEM surface). As part of the dis-
tributed current density reconstructions with LORETA, the source
locations were defined in the cortical surface (a source space which
included thousands of locations and was defined by a sufficiently
high sampling of the segmented cortical surface). A rotating source
type was used instead of fixed source orientations (i.e. cortical
surface normals) in order to allow estimation of omnidirectional
currents and minimize the effects of nonoptimal surface segmenta-
tions. Noise level in the evoked responses was estimated from the
pre-stimulus interval (�100 to 0 ms). The current density regulari-
zation parameter lambda (controlling the trade-off between data
and the model) was optimized so that the residual deviation
equaled 1/SNR (signal-to-noise ratio).

Optimal head modeling for intracranial data is still a matter of
research (Acar and Makeig, 2010). The use of a single-compartment
BEM model has been preferred (Fuchs et al., 2007) in conjunction
with a spatially smoothed source space in order to avoid the issue
whether grid cortical recordings allow reliable determination of
source depth (Korzyukov et al., 2009). Here, we used a two-com-
partment BEM model (Cho et al., 2011) including the innermost
brain and cerebrospinal fluid (CSF) compartments.

The sole purpose of source localization from grid electrodes was
to show differences in terms of individual regions that are involved
in both or predominantly in one of two studied processes, i.e., stim-
ulus registration as reflected by the amplitudes of the responses to
S1 and repetition suppression as reflected by the S1–S2 difference
wave, during the P50 phase. This is important as one of the main
working hypotheses is that the two functions are served by differ-
ent neural circuitries.

2.5. Functional significance

Following identification of regions possibly contributing to P50
RS, the currently proposed functional significances of these regions
were identified. For defining voxels of interest (VOIs), every grey
matter voxel in the Montreal Neurological Institute (MNI) space
(according to the tissue probability map templates) was assigned
to the nearest electrode position. Hereby electrode location and
hence the recorded effects could be related to standard stereotaxic
space. For the functional characterization we proceeded as follows:
using the BrainMap database (http://www.brainmap.org), all
experiments that reported at least one focus of activation within
each VOI volume were identified (Eickhoff et al., 2009, 2011). The
functional characterization of each VOI was then based on the
BrainMap metadata that describes the included specific mental
process isolated by the statistical contrast of each included exper-
iment. Behavioral domains (BD) include the main categories of
cognition, action, perception, emotion, interoception, as well as
their related subcategories. The respective paradigm classes (PC)
classify the specific task employed (a complete list of BDs and
PCs can be found at http://www.brainmap.org/scribe/). We ana-
lyzed the behavioral domain and paradigm class metadata associ-
ated with each identified VOI to determine the frequency of
domain ‘‘hits’’ relative to its likelihood across the entire database
(Eickhoff et al., 2010). In particular, functional roles of the derived
clusters were identified by significant over-representation of BDs
and PCs in the experiments activating the respective cluster rela-
tive to the BrainMap database using a binomial test (p < 0.05), cor-
rected for multiple comparisons using Bonferroni’s method (Laird
et al., 2009a,b).
3. Results

Means and standard deviations of P50 amplitudes in the 10
brain regions exhibiting the largest P50 amplitudes and where at
least three subjects had electrodes are presented in Table 1. The
requirement that at least three subjects be represented allowed
the calculations of a standard deviation for each location. Where
the standard deviation was equal to or larger than the mean (indi-
cating a significant degree of variability), the data were not in-
cluded. The recorded P50 components are unlikely to reflect
passive volume conduction as contiguous regions showed highly
different amplitudes as seen in Fig. 1.

Of the 127 cortical regions sampled, 56 regions exhibited signif-
icant activity in the P50 latency range as compared to the pre-stim-
ulus baseline. The largest amplitudes were noted on the dorsal
most part as well as the middle regions of the right Superior Tem-
poral Gyrus (r-STG) followed by two parietal regions; the inferior-
dorsal part of the right Inferior Parietal Gyrus (r-IPG) and the inte-
rior-dorsal part of the left Inferior parietal Gyrus (l-IPG). The next
six highest amplitude regions included the dorsal regions of the
left Middle Temporal Gyrus (l-MTG) and the left Superior Temporal
Gyrus (l-STG), two adjacent regions (posterior and middle ventral)
of the left cingulate gyrus and the middle-dorsal area of the right
cingulate gyrus, and the dorsal region of the right Middle Parietal
Gyrus (r-MPG) (Fig. 1). Thus four of the ten highest amplitude
P50 regions were in the temporal cortex, mainly the STG. Three
parietal (mostly IPG), and three cingulate area regions (mostly
middle regions) also exhibited high amplitude P50 responses.
Fig. 1 shows the grand averages of the evoked responses obtained
from the ten regions with the most prominent P50 responses.

Paired-samples t-tests were utilized to assess the number of
sampled brain regions with significant P50 responses to S1 and
exhibiting significant RS of those P50 responses at a significance le-
vel of p < 0.05. All 56 regions exhibiting significant P50 activity also
showed RS of the S2 responses. In none of the 56 regions were S2s
equal to or larger than S1 amplitudes (i.e., no RS). The degree of RS
nonetheless varied widely among the 56 regions. Of these 56 re-
gions, 23 exhibited a significant decrease in the amplitude of the re-
sponses to S2 stimuli. The ten lowest P50 RS ratios (strongest P50
RS) derived from the different brain regions are given in Table 2.
This table also lists the ten regions with least RS of the P50 (highest
ratios). It should be noted that the RS ratios did not significantly dif-
fer among the listed high RS or among the listed low RS regions. The
table thus represents a listing of the regions exhibiting most and
least RS. The strongest P50 RS was recorded from electrodes overly-
ing the middle-dorsal area of the right cingulate gyrus and the ven-

http://www.brainmap.org
http://www.brainmap.org/scribe/


Fig. 1. Cortical regions exhibiting the largest amplitude P50s and the grand averages of each region. For abbreviations please refer to Table 1 legend.
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tral area of the right MTG. Strong P50 RS was also noted from the
dorsal right Superior Frontal Gyrus (r-SFG), superior-ventral region
of left occipital lobe, inferior/ventral area of the right Inferior frontal
Gyrus (r-IFG), the middle region of the right IPG, and the dorsal re-
gion of the right STG. Also among the ten regions exhibiting stron-
gest P50 RS were the dorsal area of the right Middle Frontal Gyrus
(r-MFG), the inferior-middle area of the right Inferior Frontal Gyrus
(r-IFG), and the dorsal area of the left middle Frontal Gyrus (l-MFG).
So while four of the highest P50 amplitude regions were temporal,
only two temporal regions exhibited strong RS, of which only one
region (r-STG) exhibited both high amplitude P50s and strong RS.
On the other hand, while no frontal lobe regions were represented
among the high amplitude P50 response area, five frontal lobe
regions exhibited strong P50 RS. One cingulate region also exhib-
ited both high amplitude P50 responses and strong RS (right
middle-dorsal).

Regions with the least RS (Table 2 and Fig. 2) included the ven-
tral area of the right MFG, inferior-ventral area of the left IPG, supe-
rior-ventral area of the right occipital lobe, and the dorsal area of
the left Inferior Temporal Gyrus (l-ITG). Also among cortical re-
gions exhibiting minimal P50 RS were ventral area of the left
MFG, the middle areas of the right and left ventral medial temporal
lobe, dorsal area of right ITG, middle area of the left STG, and the
left posterior cingulate region. Only one region exhibited both high
amplitude P50 responses and weak RS, namely the left posterior
cingulate region. It should be noted that five of the least P50 RS



Table 2
Ten regions with strongest (smaller ratios) and ten with weakest (larger ratios) gating of the P50 (S2/S1 X 100).

Strong RS
regions

Mean and
SD

Functional significance

Rt-dmdCing (5) 11 ± 30 Action: imagination, execution; tasks: anti-saccades, finger tapping, flexion/extension, imagined movement, saccades
Rt-vMTG (3) 18 ± 15 Emotion: happiness, disgust
Rt-dSFG (4) 21 ± 16 Action: imagination, motor learning; visual perception: motion; tasks: action observation, anti-saccades, drawing, finger tapping,

flexion/extension, imagined movement, mental rotation, saccades, sequence recall/learning, visual distractor/visual attention
Lt-svOL (4) 24 ± 40 Cognition: language, memory, music, reasoning; tasks: counting/calculation, Sternberg task
Lt-ivIFG (4) 27 ± 28 Emotion: disgust; cognition; tasks: delayed match to sample, eating/drinking, reward task
Rt-imdIPG (4) 28 ± 13 Action; perception; task: visual distractor/visual attention
Rt-dSTG (9) 29 ± 20 Perception; tasks: action observation, face monitor/discrimination, film viewing, music comprehension/production, oddball

discrimination, passive listening, pitch monitor/discrimination, reading (overt), tone monitor/discrimination.
Rt-dMFG (4) 29 ± 7 Action: execution, imagination; perception; tasks: finger tapping, flexion/extension, imagined movement, saccades, tactile monitor/

discrimination
Rt-imdIFG (6) 30 ± 29 Action: imagination, inhibition; interoception: air-hunger, sleep, thirst; emotion; tasks: flexion/extension, non-painful electrical

stimulation, oddball discrimination, pain monitor/discrimination, tactile monitor/discrimination, tone monitor/discrimination
Lt-dMFG (6) 39 ± 32 Action execution: other than speech; perception: somesthesis (other than pain); tasks: finger tapping, go/no-go, grasping, imagined

movement, non-painful electrical stimulation, sequence recall/learning, tactile monitor/discrimination, vibrotactile monitor/
discrimination, visual distractor/attention

Weak RS regions
Rt-vMFG (3) 89 ± 67 Cognition: attention, memory, reasoning; tasks: counting/calculation; delayed match to sample, Sternberg task, task switching, visual

distractor/visual attention
Lt-ivIPG (5) 86 ± 39 Action: execution; perception: audition, somesthesis (pain); tasks: finger tapping, non-painful electrical stimulation, oddball

discrimination, pain monitor/discrimination, passive listening, tactile monitor/disrimination, tone monitor/discrimination, chewing/
swallowing

Rt-svOL (4) 85 ± 78 Cognition; perception; tasks: action observation, film viewing, saccades, visual distractor/visual attention, visual pursuit/tracking
Lt-dITG (5) 80 ± 76 Cognition: language (orthography, semantics); tasks: face monitor/discrimination, reading (covert, overt), semantic monitor/

discrimination
Lt-vFMG (4) 77 ± 16 Cognition: attention, memory, reasoning; tasks: delayed match to sample, semantic monitor/discrimination, Sternberg task, task

switching, word generation (overt, covert), n-back
Rt-mdmT (8) 76 ± 35 Emotion: anger, fear; interoception: air-hunger, bladder, sexuality; tasks: face monitor/discrimination; olfactory monitor/

discrimination, passive viewing, reward task
Rt-dITG (7) 67 ± 35 Emotion; cognition; face monitor/discrimination
Lt-mdmT (7) 64 ± 40 Emotion: fear, anxiety, disgust; interoception: air-hunger, sexuality, sleep, thermoregulation; tasks: cued explicit recognition, face

monitor/discrimination, naming (overt), passive viewing
Lf-mdSTG (11) 60 ± 48 Action; cognition; emotion; tasks: drawing, oddball discrimination, passive listening, phonological discrimination, pitch monitor/

discrimination, reading (overt), recitation/repetition (overt), syntactic discrimination, tone monitor/discrimination, chewing/
swallowing

Lt-pCing (3) 55 ± 32 Cognition: attention, memory, reasoning; tasks: flashing checkerboard, visual pursuit/tracking

dmdCing, dorsal middle cingulate gyrus; vMTG, ventral middle temporal gyrus; dSFG, dorsal superior frontal gyrus; svOL, superior ventral occipital lobe; ivIFG, inferior
ventral inferior frontal gyrus; imdIPG, inferior middle inferior parietal gyrus; dSTG, dorsal superior temporal gyrus; dMFG, dorsal middle frontal gyrus; imdIFG, inferior
middle inferior frontal gyrus; dMFG, dorsal middle frontal gyrus; vMFG, ventral middle frontal gyrus; ivIPG, inferior ventral inferior parietal gyrus; svOL, superior ventral
occipital lobe; dITG, dorsal inferior temporal gyrus; vMFG, ventral middle frontal gyrus; mdmT, middle medial temporal area; dITG, dorsal inferior temporal gyrus; mdSTG,
middle superior temporal gyrus; pCing, posterior cingulate gyrus.
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regions were temporal. Table 2 lists the currently proposed func-
tional significances of both strong and weak RS regions. Fig. 2
shows the ten cortical regions exhibiting maximal gating of the
P50 and the ten regions exhibiting the least gating and the evoked
responses (S1 and S2 averages) from each region. It should be
noted that the averaged EPs do not exactly match the means of
the individual evoked responses. This discrepancy is secondary to
the effects of latency variability which is not taken into account
when calculating the mathematical means. A wider discrepancy
would thus reflect more variable latencies of the components re-
corded from this site. The discrepancy is most prominent in rela-
tion to S2 averages due to larger tendency towards latency
variability. As can be seen from Fig. 2, the graphs for the grand
averages obtained from the right-superior-ventral occipital and
the left posterior cingulated regions indicate strong attenuation
of S2 when in fact the mathematical means indicate very weak RS.

Source reconstruction from grid data over the lateral surface of
the left hemisphere localized P50 generators for the S1 signal in the
STG areas (in four of six grid placements encompassing the left lat-
eral sulcus), in the posterior part of SFG (two of five cases with cov-
erage for that area), left inferior parietal cortex (four of six cases)
and left ventral prefrontal cortex (two of six cases). RS generators
from the difference wave (S1–S2) P50 potentials localized to the
posterior part of SFG (four of five cases), the left ventral prefrontal
cortex (three of six cases with that area coverage), left inferior pari-
etal cortex (four of six cases), and the posterior part of STG (in
three of six grid placements encompassing the left lateral sulcus)
(Fig. 3: Subjects 15 and 19, and Supplementary Fig. S1).

For subjects with grids placed over the lateral surface of the
right hemisphere, P50 generators for the S1 signal were localized
in STG areas (in five of seven grid placements encompassing the
right lateral sulcus), in the SPG area (in two of six grid placements
covering that area), inferior parietal (in five of seven cases), and the
posterior part of SFG (two of three cases) cortices. RS generators for
P50 S1–S2 difference wave potentials were localized in STG areas
(in six of seven cases with respective grid coverage), the SPG area
(three of six cases), inferior parietal cortex (in five of seven grid
placements), the posterior part of SFG (two of three cases), and
the right ventral frontal area (one case) (Fig. 3: Subject 1, and Sup-
plementary Fig. S1).
4. Discussion

This study represents a survey of brain regions, monitored for
the purpose of localization of epileptic lesions, for their initial re-
sponse to auditory stimuli and the degree to which they exhibit
RS and can be considered likely contributing to sensory gating
function in the preattentive phase of information processing. As
expected the temporal cortices exhibited robust P50 components
(Liégeois-Chauvel et al., 1994; Grunwald et al., 2003; Korzyukov
et al., 2007). From the 10 regions exhibiting the largest P50 ampli-



Fig. 2. The ten cortical regions exhibiting maximal gating of the P50 (dark shaded regions) and the ten regions exhibiting the least gating (light shaded areas) and the evoked
responses (S1-thick line and S2-thin line) from each region. For abbreviations please see Table 2 legend.

N.N. Boutros et al. / Clinical Neurophysiology 124 (2013) 675–685 681
tudes, four were temporal, three parietal, and three cingulate while
five of the ten regions exhibiting strong P50 RS were prefrontal re-
gions. Among the prefrontal regions involved were: the dorsal re-
gion of the right SFG, the middle and ventral areas of the right
IFG, and the dorsal areas of the left and right MFGs. This is an
important observation as no frontal regions were among the 10
areas exhibiting largest amplitude P50s. The data thus support a
significant role of the frontal lobes in mediating P50 RS (Weisser
et al., 2001; Korzyukov et al., 2007; Weiland et al., 2008; Garcia-
Rill et al., 2008). The data also suggest that the parietal and cingu-
late regions are involved in both stimulus registration (S1) and P50
RS. A number of parietal and cingulate regions exhibited large P50s
and strong RS. To our knowledge, this is the first report suggesting
the involvement of both regions either in the generation of the P50
response or its RS.

The data strongly suggest that S1 amplitude and RS reflect two
distinct functions that are served by different neural circuitries.
This assertion is born out from the difference of the topography
of the S1 and the S1–S2 difference wave seen in Fig. 3 and Supple-
mentary Fig. S1. It should be underlined that data derived from
grid electrodes are limited to the locations of the electrodes and
do not fully reflect activity from other brain regions. Based on
our recent work (Fuerst et al., 2007; Chang et al., 2011), and others
(Shan et al., 2010) we believe that the ratio measure (which could
not be used for source reconstruction) is more closely linked to S2
while the difference measure is more closely related to S1 ampli-



Fig. 3. Topographies of the cortical potentials and estimated current densities for three selected subjects (out of 20) showing differences in cortical potential distributions and
generators of S1 signal P50 potential (stimulus registration) and S1–S2 difference waves (sensory gating). Differences are mostly shown in terms of individual regions that are
involved in both (subject 15) or predominantly in one of two studied processes such as stimulus registration and repetition suppression (subjects 1 and 19). Data from 20
subjects are shown in the Supplementary Materials section. DW, difference wave; CDR, current density reconstruction.

682 N.N. Boutros et al. / Clinical Neurophysiology 124 (2013) 675–685
tudes. Hence, we believe that the ratio measure more closely re-
flects the phenomenon under investigation (i.e., RS). The main pur-
pose of providing the source localization data was to underscore
the fact that the two phenomena (i.e., amplitude of the P50 re-
sponse to S1 stimuli and the degree of attenuation of the P50 re-
sponse to S2 stimuli) are indeed different functions and possibly
mediated by different circuitries. By employing the S1–S2 differ-
ence, which (as noted) is more closely linked to S1 (Atchley
et al., 1976), we may have underestimated the degree of difference
between the two functions. Given that the two topographies did
not completely overlap in our sample, we felt that the data sup-
ported our hypothesis.

While the data suggest that both parallel and serial processing
are involved in mediating RS, methodology like dynamic causal
modeling may be necessary to directly examine the nature of the
interaction between the different regions identified as potentially
involved in RS (Grau et al., 2007).

In a prior report examining N100 RS (Boutros et al., 2011), we
advanced the possibility that areas with the least RS may be impor-
tant for RS as some regions must remain responsive in order for the
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brain to be able to evaluate all incoming stimuli. Among the 10
least P50 RS regions five were temporal. Two frontal regions exhib-
ited low P50 RS: the ventral areas of the right and left Middle Fron-
tal Gyri. Moreover, regions with the strongest observed P50 RS
were mainly on the right side (eight of ten regions) while large
amplitude P50 and weak P50 RS regions were more equally distrib-
uted between the two hemispheres. These observations suggest
that while the temporal lobe is paramount for the initial registra-
tion of the sensory input, it is the frontal lobe (and perhaps the
right frontal cortex) that determines the responses were the stim-
ulus to be repeated.

Similar to the N100 response, the temporal lobes (particularly
the STG) contributed heavily to the generation of the initial re-
sponse (i.e., response to S1) and also similar to the N100 response
with significant contributions from the parietal and cingulate re-
gions. The exact significance of the extra-temporal contributions
is currently unknown. Again, similar to the N100, a significant num-
ber of prefrontal lobe regions (with fewer regions from cingulate
and parietal areas), exhibited strong P50 RS and are likely to be
playing significant roles in the RS of the pre-attentive P50 response.

Two significant differences emerge between RS of the P50 and
N100 responses. First, whereas three frontal pole areas exhibited
no RS of the N100 response (and thus are subject to further inves-
tigation of their possible role in RS of the N100), no frontal pole re-
gions were among the least P50 RS regions. Secondly, whereas no
hemispheric predominance was observed in any N100 related vari-
ables, seven of the ten strongest P50 RS regions were from the right
hemisphere. These observations overall suggest that the P50 and
N100 responses are different aspects of one RS system with differ-
ent but likely overlapping functions. The elucidation of the exact
function or aspect of the overall brain’s RS capability each compo-
nent reflects requires further and more targeted investigations.

Sable et al. (2004) provided evidence that RS is not a simple
matter of refractoriness but more likely reflects an active inhibitory
process. This view was earlier challenged (Budd et al., 1998) relat-
ing the degree of attenuation to the degree of refractoriness based
on the closeness of stimulus repetition. Jääskeläinen et al. (2004)
provided strong evidence from combined EEG/MEG recordings
from healthy individuals of a specific role for the posterior auditory
cortex in RS of repeating sounds due to transient adaptation of fea-
ture-specific neurons within this region. It is important to highlight
the fact that while the strongest RS areas were outside the STG, the
STG exhibited significant P50 RS from 35% to 60% which is similar
to what is reported in the literature (Hanlon et al., 2005). Published
MEG studies to date have not attempted to compare as many dif-
ferent cortical regions similar to what is provided here from direct
cortical recordings.

Based on the functional significances derived from correlations
between functional studies and the MNI idealized MRI, different
patterns of proposed functional significance emerge for the strong
vs. weak P50 RS regions (Table 2). Five of the ten strongest P50 RS
areas are concerned with action and execution of different tasks
while six of the ten weakest P50 RS areas are concerned with differ-
ent aspects of cognition. This observation further suggests that
these brain areas (strong RS vs. weak RS) may be playing comple-
mentary roles in the overall RS process. Furthermore, the subtle dif-
ferences between the functionalities of the P50 and N100 strong RS
regions could also prove significant. Similar to the P50, six of the
strongest N100 RS regions were concerned with action and execu-
tion of different tasks. The difference appears in the other strong RS
areas: whereas for the P50, the other strong RS regions are con-
cerned with emotions and perception, for the N100 they were
mainly concerned with cognition. This observation may underscore
the hypothesis that the RS P50 functions are bottom-up preatten-
tive in nature while the N100 RS functions are more top-down early
attentive processes.
The currently proposed model for P50 RS is centered on the CA3
region of the hippocampus and suggests that the first stimulus (S1)
activates both the pyramidal cells and the inhibitory interneurons.
Upon arrival of the second stimulus (S2) the inhibitory interneuron
being still active, prevents or attenuates the response from the
pyramidal cells (Freedman et al., 1996; Moxon et al., 2003). The
model is too simple as RS has been shown to be multistage (Bou-
tros and Belger, 1999; Gjini et al., 2010). A number of regions have
been identified to be involved in RS in general. Central among
these are the temporal neocortex and hippocampus. The exact role
of the hippocampus in mediating RS of the P50 response is not
clear. Our prior data from direct recording from the hippocampal
and rhinal regions of epilepsy patients did not reveal clear hippo-
campal activation during the P50 time frame (Grunwald et al.,
2003; Boutros et al., 2005) Subsequent further analysis of the hip-
pocampal/rhinal data showed some activity limited to the poster-
ior hippocampal region during the P50 time frame thus keeping
the possibility of a role for the hippocampus in RS of the P50 re-
sponse possible (Boutros et al., 2008).

Accumulating evidence strongly points to the prefrontal cortex
as crucial to this function. It is thus possible to consider these three
regions (temporal neo-cortex, pre-frontal cortex and hippocampus)
as the nuclear auditory RS apparatus. Most prominent among other
brain regions that have been implicated in RS, is the thalamus, par-
ticularly the reticular nucleus (nRT) (Krause et al., 2003). The
involvement of the thalamus was also supported by observation
of worsening of somatosensory RS in patients with thalamic strokes
with recovery of the function over time (Stains et al., 2002). Other
regions implicated include the amygdala (Cromwell et al., 2005;
Cromwell and Woodward, 2007), which was proposed to be
important in mediating rapid auditory sensory processing involved
in emotional conditioning. The current study further identifies
parietal and cingulate regions as likely contributors perhaps
modulating the nuclear three-site circuit. It is currently not known
if activity in one stream (auditory, visual or somatosensory) influ-
ences RS in other systems. However, it is likely that activity in
one system is not completely independent from activity in other
systems and perhaps explaining the significant involvement of
the parietal and occipital cortices with auditory RS experiment.
Our prior work points to a supramodal role for the prefrontal cortex
in mediating RS (Bowyer et al., 2007). The above data also impli-
cated the cingulate region. We now postulate that the cingulate
and parietal regions are engaged in the RS of the P50 response at
a preattentive phase of information processing. As there is some
evidence of frontal activation around the P50 time frame, we can
postulate that it is involved in the pre-attentive phase. It is possible
to hypothesize a role for the thalamus at the junction between the
preattentive (bottom up) RS process and the early attentive stages
(or beginning of a top-down phase) of sensory RS. This role is crucial
as the progress between these two phases is likely to depend on the
proper recruitment of the other structures that has been implicated
in RS like the hippocampus, cingulate, and the amygdala.

It should be acknowledged that simulation studies are required
in order to critically evaluate the influence of several factors such
as intracranial electrode distance, area coverage, inclusion or not
of other ‘‘spatially limited’’ sensor information from electrode
strips along with data from large grids comprised of equidistant
electrodes, and for selection of the best source localization algo-
rithm (i.e. LORETA versus dipole fitting, beamformer imaging
etc.). As mentioned in the methodology section, the source space
was defined by a sufficiently high sampling of the segmented cor-
tical surface and a rotating source type was chosen in order to al-
low estimation of omnidirectional currents and minimize the
effects of nonoptimal surface segmentations. Especially in situa-
tions where more than one generator of the studied response is
present, the selection of a distributed source localization method
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such as LORETA is advantageous versus single/multiple dipole fit-
ting and beamformer algorithms, as well as un-weighted minimum
norm solutions (bias towards superficial sources).

Along with well-known sources located in bilateral temporal
and lateral frontal regions from traditional EEG/MEG source local-
ization methodologies, evidence for additional sources contribut-
ing to P50 generation is provided by evoked potentials obtained
from electrode strips over medial parts of both hemispheres (such
as cingulate gyri), where we noticed the presence of large re-
sponses with high SNR. Following a traditional source localization
methodology from EEG/MEG extracranial data, these highly active
generators could be unnoticed or considered as ghost sources in
the presence of bilateral temporal and other lateral sources. In
addition, the issue of ‘‘volume conduction’’ regarding the presence
or absence of parietal generators was better addressed using LORE-
TA methodology on large grids with coverage of lateral parietal and
superior temporal areas.

It should also be acknowledged that utilizing data from individ-
uals with significant brain pathology (like in subjects with intrac-
table seizures) places serious limitations on the overall
interpretation of the results. While we elected to merge all partic-
ipants as one group, it is likely that some of the data were influ-
enced by the laterality of the pathology. However, our prior
investigation of this possibility did not yield any major findings
(Rosburg et al., 2008). Also, psychopathology was minimally repre-
sented in this group (Boutros et al., 2006). On the other hand, this
patient sample provides the only possibility of directly examining
RS from data recorded directly from many cortical regions. As the
intent of the work was to define the network sub-serving normal
RS, one cannot be completely assured of how close the data comes
to reflecting what is being sought. Once technology advances to al-
low closer examination of cortical activity, it would be of signifi-
cant interest to see if the data remains compatible with data
provided here. If in fact, the data significantly differs, this could
possibly be interpreted to reflect effects of epilepsy on the process
of RS which would also be of interest to this field of research. An-
other limitation of the employed methodology is that the sampling
of brain areas is not based on hypotheses by dictated by the clinical
situation of the individual subjects. As much as this can be miti-
gated by the large sample size, there are salient regions that are
never sampled using this patient sample, most prominently the
thalamus. Finally, given the large number of brain regions sampled,
the possibility of a type-I error (false positive) exists. As the main
purpose of this work (given all the above limitations) was to help
guide future imaging or dense electrode scalp data studies by pro-
viding candidate regions of interests (ROIs), our t-tests were not
corrected for multiple comparisons. We felt that Bonferroni correc-
tion, in particular, would be too strict for this purpose.

While the work described in this report was largely motivated by
the desire to more fully describe the neural circuitry underlying RS
of the P50 (i.e. the preattentive phase of RS), in order to further our
understanding of the RS problem in schizophrenia, the work may
also have implications for epilepsy. As for psychiatric populations,
thorough knowledge of this system could guide the development
of more targeted pharmacotherapy as well as guide focal therapeu-
tic procedures like transcranial magnetic stimulation (TMS) or deep
brain stimulation (DBS). As for epilepsy, if future work proves that
data provided here were strongly influenced by the epileptic pro-
cess, this information would shed much needed light on the interre-
lationship between epilepsy and co-morbid psychopathology.
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