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Neural connections, providing the substrate for functional net-
works, exist whether or not they are functionally active at any
given moment. However, it is not known to what extent brain
regions are continuously interacting when the brain is ““at rest.” In
this work, we identify the major explicit activation networks by
carrying out an image-based activation network analysis of thou-
sands of separate activation maps derived from the BrainMap
database of functional imaging studies, involving nearly 30,000
human subjects. Independently, we extract the major covarying
networks in the resting brain, as imaged with functional magnetic
resonance imaging in 36 subjects at rest. The sets of major brain
networks, and their decompositions into subnetworks, show close
correspondence between the independent analyses of resting and
activation brain dynamics. We conclude that the full repertoire of
functional networks utilized by the brain in action is continuously
and dynamically ““active” even when at “rest.”

brain connectivity | BrainMap | FMRI | functional connectivity |
resting-state networks

pontaneous fluctuations in the brain have been studied with

functional magnetic resonance imaging (FMRI) since it was
first noted that, even with the subject at rest, the FMRI time
series from one part of the motor cortex were temporally
correlated with other parts of the same functional network (1).
Following this, several other networks of correlated temporal
patterns in the “resting brain” have been identified. These
distinct patterns can be separated from each other from a single
resting FMRI dataset, because, although each has relatively
consistent time courses across its set of involved regions, the
different networks have different temporal characteristics from
each other (2-4). The networks continue to covary even when
the subject is asleep (5) and under anesthesia (6). Furthermore,
several networks have been found to be spatially consistent
across different subjects (7). Although such “resting state net-
works” (RSNs), and related networks of deactivation under task,
have also been investigated in other modalities such as electro-
encephalography (EEG) (8) and positron emission tomography
(PET) (9), the majority of the research to date has used FMRI
In addition to offering information about the structure and
function of the healthy brain, the study of RSNs has already been
shown to be of great potential clinical value, providing rich and
sensitive markers of disease (10, 11). Although there has been
concern that some patterns of spatially extended spontaneous
signals may be of nonneural physiological origin (12), these
concerns are increasingly being addressed (13), and it has been
posited that RSNs do reflect functional networks (see an excel-
lent review in ref. 14). However, to date, it has not been shown
to what extent the RSN “functional networks” match the full set
of functional networks used by the active brain undergoing a
comprehensive set of task types. In this study, we compared
network analyses from 36 subjects’ resting FMRI data against
the entirety of a large database of activation studies to test the
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hypothesis that the set of functional networks seen in resting data
closely matches the set derived from thousands of different
activation conditions.

To this end, we have used BrainMap (15, 16), currently the
largest database of FMRI and PET brain activation studies. At
present, >1,600 journal articles are included; at the end of 2007,
this represented 19% of all published imaging studies (17). Each
study typically includes several different task conditions and
contrasts between these; >7,000 functional maps are summa-
rized in terms of the coordinate locations of peaks of activation
(or differential activation between conditions). In addition, a
large amount of study information is included in the database,
including carefully structured, rich descriptive text detailing the
experimental paradigm. Each paradigm is also categorized under
one or more of 66 behavioral domain classifications; these
provide a more simplistic summary of the experimental tasks but
are immediately quantitatively useful. Metaanalysis investiga-
tions of such databases often begin by reforming “pseudoacti-
vation images” from the list of activation peak locations (18, 19).
It is then possible to investigate cooccurrence of different
activation sites across the range of experiments represented in
the database. A previous analysis of activation images from
BrainMap used such an approach to produce an exploratory tool
that allows the user to specify a brain location; the tool then
generates an image showing which other brain locations tend to
coactivate, across all paradigms, with the seed point (20). Here,
we take this further by estimating the primary set of independent
networks of activation that represent the major modes of coac-
tivation across all activation images. We have done this using
independent component analysis (ICA), a powerful data-driven
approach for finding independent patterns in multivariate data.
This allows us to identify the major functional networks in the
brain as estimated from, and hence representative of, a signif-
icant proportion of all functional activation studies carried out to
date.

Our ICA-based analyses of BrainMap and the resting FMRI
data were carried out independently of each other. In each case,
we estimated a set of spatial maps and associated time courses
in this fully data-driven (unconstrained) analysis of the major
modes, or networks, of covariance across the brain. In the case
of the resting FMRI data, the time courses correspond to the
average spontaneous fluctuation within the corresponding spa-
tial map, and in the case of BrainMap, “time” is the experiment
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Fig. 1. Ten well-matched pairs of networks from the 20-component analysis of the 29,67 1-subject BrainMap activation database and (a completely separate

analysis of) the 36-subject resting FMRI dataset. This figure shows the 3 most informative orthogonal slices for each pair. (Left column of each pair) Resting FMRI
data, shown superimposed on the mean FMRIimage from all subjects. (Right column of each pair) Corresponding network from BrainMap, shown superimposed
on the MNI152 standard space template image. The networks were paired automatically by using spatial cross-correlation, with mean r = 0.53 (0.25:0.79); the
weakest of these correlations thus has a significance of P < 1073 (corrected). All ICA spatial maps were converted to z statistic images via a normalized

mixture-model fit, and then thresholded at Z = 3.

ID, so each time point in one component’s time course describes
how strongly that component’s spatial map relates to that
particular activation image in BrainMap. Thus, the original data
are decomposed into d networks, in a way that maximizes the
homogeneity of function within each network while maximizing
the heterogeneity between them. If d is increased, a greater
number of networks will be found, accounting for the original
data in a more detailed way; in general, these might be expected
to constitute subnetworks of the lower-d decomposition (al-
though this is not mathematically guaranteed with such an
approach, because the different levels of the “functional hier-
archy” are estimated independently of each other). In this article,
we report results from analyses at 2 levels: first, a network
dimensionality approximately matching many previous RSN
studies (d = 20), and, second, using a much greater level of detail
(d = 70), low enough to be supported by the resolution of the
datasets but giving 3—4 times more subnetworks than the lower-
dimensional results. With these analyses, at 2 levels of the
functional hierarchy, we investigated the hypothesis that the
major functional networks found in the working brain corre-
spond to the networks of correlated spontaneous fluctuations
observed when the subject is at rest.

Results

Our primary results stem from ICA decompositions of Brain-
Map and (independently) of the resting FMRI data, at an ICA
dimensionality of 20 components; this matches a common
degree of clustering/splitting previously applied via ICA to
resting FMRI data (4, 7). We compared components between
the resting FMRI and BrainMap datasets through simple spatial
cross-correlation of the ICA spatial maps. Of the 20 components
generated separately from the 2 datasets, 10 maps from each set
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were unambiguously paired between datasets, with a minimum
correlation r = 0.25 (P < 1073, corrected for multiple compar-
isons across all possible pairings and for spatial smoothness); see
Fig. 1. The remaining maps were either judged to be artifactual,
or of more complex interpretation. See supporting information (SI)
for more detailed images of all maps and their classifications.

To aid interpretation of the components (and to illustrate the
relevance and accuracy of even the simplest form of the exper-
imental descriptions in BrainMap), we extracted the “behavioral
domain” categorizations from the BrainMap database for each
ICA component shown in Fig. 1. The results (Fig. 2) were found
to be in good agreement with known localization of brain
function. The 10 primary maps correspond to the 8 RSN maps
previously described (4), with the addition of a cerebellar map
and with a splitting of one of the previously reported visual maps
into 2 distinct maps (229 and 359). The 10 maps correspond to
interpretable functional categories and can be considered the
“major representative” functional networks as derived indepen-
dently from both activation metaanalysis and resting data. We
describe each of these briefly below. The maps are numbered,
with the subscript “20” to distinguish them from the higher-
dimensionality ““70” decomposition described later. Anatomical
and functional descriptions below were derived with reference to
the underlying standard-space images in conjunction with sev-
eral atlases (21-23).

Maps 120, 229 and 3 (“visual”’) correspond to medial, occip-
ital pole, and lateral visual areas. The explicitly visual behavioral
domains correspond most strongly to these maps, and paradigms
cognition—-language—orthography and cognition—-space corre-
spond to the occipital pole and lateral visual maps, respectively.
We presume that the “orthography” correspondence reflects the
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Fig.2. Amapping of the 10 primary functional networks shownin Fig. 1 onto
the “behavioral domains’ (experimental paradigm classifications) in the
BrainMap database. Each of the BrainMap-derived ICA spatial maps has an
associated experiment-ID ““time course’ quantifying its relevance to each of
the original 7,342 BrainMap activation images. Each one of those activation
images is listed, in BrainMap, against 1 or more of 66 possible “’behavioral
domains.” By multiplying the value at each time point by the corresponding
behavioral domain(s) and averaging over all time points (experiments), we can
derive a measure of how strongly each network relates to each behavioral
domain, subject to interpretational caveats regarding such “reverse infer-
ence’ (24) (see Sl for detail; color scale is arbitrary units). Each row is normal-
ized to have a mean count of 1, to balance for different domains being
represented different numbers of times in the database. Of the original 66
behavioral domains, we show here only those that correspond most strongly
to the 10 maps, for display brevity.

visual nature of stimuli used in these studies (e.g., written-word
forms).

Map 4,9 (“default mode network™) includes medial parietal
(precuneus and posterior cingulate), bilateral inferior—lateral—
parietal and ventromedial frontal cortex. This is often referred
to as the default mode network (9), and is possibly the most
widely studied RSN in the resting-state FMRI literature. This is
also the network that is most commonly seen as deactivating in
task-based FMRI experiments; hence, one would not expect this
map to correspond strongly to any particular behavioral domain,
because more contrasts associated with any given paradigm will,
on average, be looking for positive activations rather than
deactivations (or negative contrasts). However, there will be
some studies that contain a “deactivation” contrast, and hence,
we are not surprised that this map is found in our analysis of
BrainMap. Indeed, inspection of the full set of experiments
reveals that this map does indeed correspond in general to
negative contrasts, in particular in cognitive paradigms.

Map 539 (“cerebellum”) covers the cerebellum. Because of
limited field of view of the MRI acquisitions in some of the
resting FMRI subjects, more inferior parts of the cerebellum are
not included in the multisubject RSN analysis. This corresponds
most strongly to action—execution and perception—somesthesis—
pain domains.

Map 65 (“sensorimotor”) includes supplementary motor
area, sensorimotor cortex, and secondary somatosensory cortex.
This corresponds closely to the activations seen in bimanual
motor tasks and was the first resting state network to be
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identified in FMRI data (1). This corresponds most strongly to
the action—execution and perception—-somesthesis paradigms.

Map 720 (“auditory”) includes the superior temporal gyrus,
Heschl’s gyrus, and posterior insular. It includes primary and
association auditory cortices. This corresponds most strongly to
action—execution—speech, cognition-language—speech, and per-
ception—audition paradigms.

Map 8,9 (“executive control”) covers several medial-frontal
areas, including anterior cingulate and paracingulate. This cor-
responds strongly to several cognition paradigms, as well as
action-inhibition, emotion, and perception-somesthesis—pain.

Maps 929 and 10,9 (“frontoparietal”) cover several frontopa-
rietal areas. These are the only maps to be strongly lateralized,
and are largely left-right mirrors of each other. They correspond
to several cognition/language paradigms. In addition, map 9y
corresponds strongly to perception—somesthesis—pain; this is
consistent with the insular areas seen (see SI for more detailed
figures showing all maps). Map 10, corresponds strongly to
cognition—-language paradigms, which is consistent with the
Broca’s and Wernicke’s areas seen in the map (see SI for slices
more clearly showing these areas). Given the known lateralization
of language function, it is not surprising that these (mirrored)
networks have such different behavioral domain associations.

If the brain is thought of as being organized into functionally
distinct (if connected) networks, these can themselves be con-
sidered to comprise subnetworks, each with distinct, if related,
function. Hence, one would hope to find interpretable network
decompositions at a range of levels of detail. Although a
thorough investigation into the “full” hierarchy of functional
networks and subnetworks is outside the scope of this article, we
do include some results from a higher dimensionality than the
20-component results presented above. We generated 70-
component ICA decompositions of BrainMap and the resting
FMRI data in the hope that we would obtain a richer, more
detailed separation of functional subnetworks that could be related
to both the 20-component results and, at the 70-component level,
between BrainMap and resting FMRI components.

Of the 70-component decompositions, ~45 of the resting
FMRI and 60 of the BrainMap components were nonartifactual.
The pairing of components is driven by simple correlation of the
spatial maps, aided by association with the original 20-
component maps through similarity of component time courses,
i.e., by using “functional” similarity. This allowed us to unam-
biguously identify groups of 70-component RSN-BrainMap
pairings with 20-component pairings. In Fig. 3, we show 2
examples: 8 well-matched pairs of networks in the visual cortex,
and 2 pairs covering the sensorimotor cortex. There is clear
correspondence between the RSNs and BrainMap components
and clear functional interpretation of the maps.

Maps 1-37y show early visual areas (i.e., covering the same
combined area as V1, V2, and V3 combined). In maps 27y and
370 the RSNs are split into 2 components (shown separately in
yellow and blue); the combination of these corresponds well with
the BrainMap maps. Maps RSN-2a,b;o show a right vs. left visual
hemifield distinction, and maps RSN-3a,b7y show an upper vs.
lower visual hemifield distinction. At a dimensionality of 100, the
BrainMap map BM-3; also splits in a similar way. Map 47
corresponds to area V5 (motion), maps 5,679 cover the ventral/
ventrolateral visual stream, and maps 7,879 cover the dorsal
visual stream.

Maps 9,107 cover the sensorimotor cortex (both precentral
and postcentral gyri, although overlapping the latter more fully).
In the 20-component analyses, this appeared as a single map; at
this more detailed decomposition it splits into lateralized maps
(one shown in red-yellow, the other in blue). The detail of the
splitting is the same in BrainMap and in the resting FMRI data,
even including medial cortical regions and cerebellar areas

Smith et al.
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Fig. 3. Eight well-matched pairs of networks in visual areas (1-87¢), and 2 pairs from the sensorimotor areas (9, 107¢), from the 70-component analyses of the
BrainMap activation database and the resting FMRI dataset. All Gaussianized ICA maps are thresholded at Z = 4 (higher than for the 20-dimensional results for
comparability, because the higher-dimensional analysis, by definition, has reduced ICA residuals).

contralateral to the associated cortical areas, consistent with
known corticocerebellar connectivity (25).

The hierarchical relationship between the 2 analysis levels is
interesting; for example, 150 splits into” (is most strongly related
tO) 170, 570, and 870; 220 into 270 and 370; 320 into 47(), 670 and 77().
Hence, in some cases, a lower-dimensional network splits (at
higher dimensionality) into left and right subnetworks, but in the
majority of cases, left-right symmetry is preserved within the
subnetworks, and splitting is into different “subfunctions” rather
than into left vs. right.

Discussion

We have shown the major covarying functional networks in the
brain, as imaged by FMRI and PET, from thousands of tests of
explicit brain activation conditions in >1,600 functional neuro-
imaging studies. We have found that most of these are very
similar to the majority of the networks of spontaneous covaria-
tion in the resting brain, as imaged by FMRI. The fact that the
set of networks in the 2 domains is highly similar, in at least
two-thirds of the (nonartifactual) extracted network compo-
nents, implies that the resting brain’s functional dynamics are
fully utilizing the set of functional networks as exhibited by the
brain over its range of possible tasks. All regions involved in all
functional networks are continuously interacting with each other
when the brain is at rest, with the same functional hierarchy that
controls all brain action and cognition. The set of covarying
networks that can be seen to be paired across the resting and
active domains can be (at the simplest level) interpreted in terms
of the major functional tasks, for example by mapping the
functional networks extracted from BrainMap and resting FMRI
data onto the set of BrainMap behavioral domains.

With an ICA dimensionality of 20, the RSN components found
are almost identical to those found previously with ICA on
different resting FMRI datasets (4, 7). The latter study showed
that these primary RSNs are consistent across different individ-
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uals, providing convincing evidence that, although the quality of
our results (e.g., in terms of spatial detail and signal-to-noise
ratio) is aided by having multiple subjects’ resting datasets
combined, the close matching of the RSNs onto activation
networks is not an artifact of combining many subjects together;
the set of distinct functional networks is continuously present
and identifiable (given sufficient data quality) in all subjects at
rest.

When extracting a larger number of components from both
BrainMap and resting FMRI data, we probe a different level in
the hierarchy of functional networks and their subnetworks.
With an ICA dimensionality of 70, we find many more subnet-
works than in the 20-component analysis but still find close
correspondence between activation networks and resting net-
works. These “subnetworks” (obviously a relative term) are, in
general, subsets of the larger networks found at d = 20, again
allowing straightforward interpretation of their functional na-
ture. The primary networks split into subnetworks in both active
and resting data in almost identical ways, e.g., into areas of
slightly different function or into left vs. right subnetworks.
(Note, however, that because the brain is a highly complex set of
interconnected functional areas, we do not expect a simple
tree-structure hierarchy to be a perfect model of connectivities
covering all levels of detail, because that would imply acyclic
functional graphs, which is clearly not the case.) There is greater
functional (temporal) correlation between subnetworks within a
primary network than across primary networks. The mappings
found in both domains, and the implied functional hierarchy, will
aid in the development of an objective and rich hierarchical
functional ontology, one that links functional activity types and
spatial localizations in a direct and practically useful way.
Achieving this has been one of the primary purposes of Brain-
Map, and the work presented here complements progress al-
ready made by BrainMap towards functional ontologies.
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The quality of the correspondence between the BrainMap-
derived activation networks and the resting FMRI networks is
particularly compelling given the fundamentally different nature
of the data feeding into these 2 analyses and potential problems
involved in finding a close match. For the resting FMRI analyses,
we have data from just 36 subjects (compared with nearly 30,000
subjects in BrainMap), comprising just a few minutes’ resting
FMRI data from each. For the BrainMap analyses, the pseudo-
activation images have to be created purely from the coordinates
of the peaks of just a few locations in the brain for each activation
condition; the full richness of the original activation maps is not
available currently in BrainMap because of necessary practical
considerations. The spatial extent of the activations in each
pseudoactivation image generated from BrainMap is simply
created by adding a Gaussian of fixed size around every activa-
tion peak; this is one reason why we see slightly more spatial
detail in some of the resting FMRI maps (26). Furthermore, the
extent to which different activation paradigms are represented
with different frequencies in BrainMap was not adjusted for in
our decompositions. This introduces an arbitrary factor into the
decompositions, with respect to finding the d “strongest” com-
ponents in the data (one could attempt to normalize for different
numbers of different paradigms in the database, but this would
be quite difficult to achieve objectively, and remains to be
elucidated in future work). Finally, the BrainMap database
comprises results from across a broad range of imaging hardware
types, data qualities, analysis software implementations, and task
paradigm specifics. Although every effort is made to reduce the
final spatial activation information to an objective and compa-
rable representation (the peak locations), the experimental and
analytical differences across the >1,600 studies represented in
BrainMap lead to a fundamental heterogeneity of information
and data quality. The fact that the major functional networks
found from the resting and task domains match so closely
indicates that BrainMap has been largely successful in its goal of
objectively representing the brain’s activation dynamics. On the
other hand, given the above comments (in particular the lack of
normalization of numbers of different paradigms), it is hardly
surprising that approximately one-third of the components
extracted from the rest and active domains do not achieve a clear
1:1 pairing between the domains. These do cover similar overall
spatial extents, i.e., are mostly different linear combinations of
each other; further improvement in objective decompositions
should be attainable in future, which will provide an optimal
integrated decomposition of active and rest data (as opposed to
independent analyses carried out to show the resulting similarities).

Note that the ICA decomposition of the BrainMap data in no
way used the behavioral paradigm information shown in Fig. 1;
the ICA was purely driven by the 7,342 pseudoactivation images,
each of which potentially contains a unique spatial activation
pattern. In the figure, we have utilized only the crudest level of
behavioral information available in BrainMap, but further work
can hope to make much richer use of the more detailed paradigm
descriptions also encoded in the database. The lack of reliance
on behavioral information for our primary analyses is a potential
strength when wanting to find the most natural, data-driven,
representation of the primary networks. This also helps avoid the
problem of “reverse inference” (24) (the likely one-to-many
mapping from activation location to function) in the core
analysis and may partly explain why our results are so different
from those shown in ref. 19, where paradigm information was
combined with imaging data before decomposition.

The value of resting FMRI data and the analysis of RSNs has
begun to be appreciated. RSNs have already been shown to be
of potential clinical value as rich and sensitive markers of disease
(10, 11). One obvious strength is that multiple functional net-
works can be tested in a very short scanning session without
having to decide in advance what functional paradigm is most
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likely to be useful or, indeed, requiring active subject participa-
tion. This is particularly important in the clinical setting, where
subjects could range from 10-week-old infants (27) to Alzhei-
mer’s patients. Our results indicate that the full repertoire of
functional dynamics can be investigated in resting FMRI.

The development of an ontology for functional networks (28)
and their hierarchy is likely to be of interest to nonclinical
neuroscientists to complement other ontologies such as cytoar-
chitectonic mapping (29) and structural (e.g., lobular) descrip-
tions (30). This work should be able to make contributions in the
development of objective, data-driven ontologies, derived di-
rectly from functional brain data, from both the full history of
activation studies and from the spontaneous dynamics in the
resting brain. On a more practical level, although there is
continuing debate as to the value and dangers of “functional
localizers,” the information that resting data gives us about
functional networks and their localizations encourages the use of
such data and analyses to aid the spatial correspondence (or
labeling) of data, for improved cross-subject analyses in activa-
tion studies. Although single-session analyses may not result in
a detailed functional decomposition with the same reliability as
one can achieve with multisubject datasets, it should still be
possible to derive benefit from aligning those networks that are
reliably detectable in single-session data with an appropriate
network template. We intend to supplement the existing set of
complementary brain atlases distributed with FSL (FMRIB
Software Library, www.fmrib.ox.ac.uk/fsl), by using the datasets
and analyses described in this article to generate a set of
functional network maps (such as those shown in Fig. 1) to aid
neuroimaging researchers in the interpretation of their func-
tional and structural imaging studies.

Although we may not be surprised to see temporal coherence
across functional networks when at rest, we might expect such
coherent fluctuations to have minimal amplitude, whereas the
amplitudes seen are of the same order as found under explicit
activation (7). Although we have shown that activation networks
are mirrored in resting data, we must acknowledge that this does
not begin to answer the question of why the brain’s many regions
continue to “function” (with large amplitude fluctuations) when
the subject is at rest, and even when the subject is asleep (5) and
under anesthesia (6). There are suggestions of rehearsal, learn-
ing consolidation, and future preparation as possible explana-
tions (31), but there is not yet conclusive evidence for any of
these possibilities. However, the results we have presented here
surely provide motivation for further investigations regarding
this fundamental question.

Materials and Methods

Image processing and ICA decompositions were carried out with FSL (32, 33).

Resting FMRI. FMRI time series data from each of 36 healthy adults at rest was
acquired over 6 min. Each subject’s dataset was transformed into a standard
coordinate space, and all subjects’ datasets were concatenated temporally. The
resulting multisubject dataset was fed into ICA, after an initial PCA-based dimen-
sionality reduction to 20 (and, separately, 70) components, to find the most
representative networks of covariation when the brain is at rest (4, 34-38).

BrainMap. We extracted 7,342 activation-peak images from BrainMap (in
standard coordinate space) and applied 12-mm full-width Gaussian blurring
to each, producing extended areas of activation (attempting to mimic the
nature of the original activation images). We applied ICA to this space X
experiment-ID dataset, including an initial PCA-based dimensionality reduc-
tion to 20 (and, separately, 70) components to find the most representative
functional networks from the entire BrainMap database.

Comparing BrainMap with Resting FMRI. Spatial maps from BrainMap and
resting FMRI were associated with each other primarily via spatial similarity, by
using (Pearson) spatial cross-correlation. See Sl for more detail on datasets and
methodology.
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